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The equation of motion of a system of 864 particles interacting through a Lennard-Jones potential has been integrated for various values of the temperature and density, relative, generally, to a fluid state. The equilibrium properties have been calculated and are shown to agree very well with the corresponding properties of argon. It is concluded that, to a good approximation, the equilibrium state of argon can be described through a two-body potential.

I. INTRODUCTION

THE "exact" machine computations relative to classical fluids have several aims: It is possible to realize "experiments" in which the intermolecular forces are known; approximative theories can thus be unambiguously tested and some guidelines are provided to build such theories whenever they do not exist. The comparison of the results of such computations with real experiments is the best way to obtain insight into the interaction between molecules in the high-density states.

The Monte Carlo method initiated by the Los Alamos group is a first example of these "exact" methods. It amounts to a direct computation of the integrals involved in the canonical averages. It is easy to carry out, with the inconvenience, however, of providing no information on the time properties of the system.

The dynamics of an isolated system can also be considered and used to calculate time averages and time-dependent properties. The case of hard spheres and hard spheres surrounded by a square well has been extensively studied by Alder et al. In the case of a two-body interaction simulating more closely the interaction between the molecules, it is possible to integrate directly the equation of the motions of about a thousand particles, as brilliantly demonstrated by Rahman. The present paper presents some of the results which have been obtained, using a technique inspired by Rahman's work, for a system of 864 particles interacting through a Lennard-Jones potential.

In Sec. II we give some technical details on the method which we use; in particular, we describe a bookkeeping device that cuts the computing time by a factor of the order of 10.

In Sec. III we give and discuss the results obtained for the pressure, the internal energy, the high-frequency elastic moduli, and the isotopic separation factor. These results, summarized in Table I, are sufficiently numerous to allow a comparison on the whole density range of the fluid state and on a wide temperature range which essentially excludes the extremely high temperatures. The over-all agreement is surprisingly good. It appears that the many-body forces, if they are at all important, behave so as to realize an effective interaction which is state independent to a good approximation.

The correlation functions are described and discussed in a separate paper. The formalism necessary to express the fluctuations in the microcanonical ensemble was discussed recently. It can be applied to calculate the derivatives of the thermodynamic functions (e.g., the specific heat and $\partial p/\partial\beta$) in terms of fluctuations averaged over time. The results are not very precise and will only be presented as an illustration of these theoretical considerations.

The results on the time-dependent properties will be reported later.

II. DESCRIPTION OF THE COMPUTER EXPERIMENTS

We consider a system of 864 particles, enclosed in a cube of side $L$, with periodic boundary conditions interacting through a two-body potential of the Lennard-Jones type

$$V(r) = 4\left((\sigma/r)^{12} - (\sigma/r)^6\right). \quad (1)$$

This potential is cut at $r_\sigma = 2.5\sigma$ in most of our experiments, or, in some of them at $r_\sigma = 3.3\sigma$. The problem is to integrate the equation of motion

$$\frac{d^2r_i}{dt^2} = \sum_{j \neq i} f(r_{ij}). \quad (2)$$

We choose the following units: The lengths are expressed in units of $\sigma$ ($\sigma = 3.405$ Å for argon), and the energies in units of $e$ ($e = 119.8$ K for argon). The thermodynamic quantities will thus be measured in the
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usual "reduced" units. The time unit is chosen so that $m=48\sigma a^{-2}$; it turns out to be, for argon, equal to $3\times10^{-13}$ sec. This time is of the order of the kinetic relaxation times of the system in the case considered in this paper. With this in mind, we have, for the force acting on particle $i$ in the $x$ direction,

$$f_x(r_{ij}) = m(x_i-x_j)(r_{ij}^{-1}-0.5r_{ij}^{-5}).$$ (3)

To integrate (2), we use the very simple algorithm

$$r_i(l+h) = r_i(l-h) + 2r_i(l) + \sum_{j\neq i} f(r_{ij}(l))h^2,$$ (4)

where $h$ is the time increment which we take equal to 0.032. This is practically the time increment chosen by Rahman (i.e., $10^{-14}$ sec in the case of argon). We have checked that this time increment is adequate and even superfluously small in most cases. For instance, for $T=1.38$, $\rho=0.55$ (i.e., temperature just above critical, density almost twice critical), we have performed two integrations up to the time $t=4$. In one case we have taken $h=0.032$, in the other $h=0.016$, with the same initial conditions. The difference in position at time $t$ is typically of the order of 0.001 and the difference in the thermodynamic quantities, at the same final time, amounts to 1/10 000. In this kind of calculation, most of the time is spent in computing the force. If no special devices are introduced, we must, at each step, compute $\frac{1}{2}N(N-1)$ terms, most of which turn out to be zero.

We introduce the following bookkeeping device which cuts the computing time by a factor of the order of 10: Every $nth$ step, we compute all the $\frac{1}{2}N(N-1)$ distances, and, given a particle $i$, we make a table of all the particles which are within a distance $r_M$ of that particle. Then, for the next $n-1$ steps in time, we take into account only the particles in the tables. There is no error as long as $r_M$ is sufficiently larger than $r$, so that no particle outside the table traverses the "skin" of depth $r_M-r$, and gets into the range, of the potential. The feasibility of such a procedure can be easily appreciated by giving some orders of magnitude: Let $\delta$ be the root-mean-square velocity in our units, it is typically of the order of 0.3; if this is so, no error is made as long as

$$r_M-r \lesssim n\delta h.$$ (5)

If, for instance $n=16$, $n\delta h=0.15$. By choosing $r_M=3.3$ for $r=2.5$, the condition (5) is largely met, and at the same time the "skin" depth stays reasonably small. We have checked, by following some systems for several hundred steps in time, that no difference at all was observed when $n$ was reduced. Moreover, the conservation of the total energy and of the total velocity, which stays of the order of $10^{-7}$, is a guarantee of the soundness of the whole procedure.

With this device, the time spent for an integration step at the density 0.45 is about 12 sec on the UNIVAC 1107 of the Faculté des Sciences, Orsay, where the first calculations were made, and ten times less (with careful machine coding of the time-consuming subroutines) on the CDC 6600 of New York University, where the greatest part of the results reported here were obtained.

With that machine, a typical "experiment" takes about 1 hr. It goes as follows: The positions are initially taken, in general, at the nodes of a face-centered-cubic lattice which has the desired density, and the velocities are chosen at random with a Gaussian probability law. Three hundred steps in time are sufficient, in general, to reach equilibrium. The computation is then carried on for 1200 steps in time (this corresponds, for argon, to $1.2\times10^{-11}$ sec). The main part of the computation concerns the study of equilibrium quantities (thermodynamic functions: temperature, pressure, internal energy, specific heat, etc.; time-independent correlation functions) and of nonequilibrium quantities (velocity autocorrelation function, elastic constants, viscosities, heat conductivity, etc.). The necessary technical details will be given when these results are reported.

III. THERMODYNAMIC QUANTITIES

A. Temperature

At each step in time the velocities are calculated simply by the formula

$$v_i(t) = [r_i(t+h)-r_i(t-h)]/2h.$$ (6)

The temperature is, at time $t$, the kinetic energy in our units

$$T=\frac{1}{2} \sum_i v_i^2 / N.$$ (7)

The error entailed by the use of (6) is of the order of 1/1000. This error is of no consequence, except that it gives rise to small irregularities in the total energy which should be otherwise strictly constant. The temperature, averaged over the time, is affected by a statistical error of the order of 0.004.

B. Pressure

The pressure is calculated from the virial theorem

$$\frac{p}{\rho T} = 1 - \frac{1}{6NkT} \sum_{\ell \neq 4} \left( \sum_{\ell \neq 4} \frac{\partial v_{ij}}{\partial r_{ij}} \right) + \frac{\rho}{6kT} \int r^{-g(r)} dr.$$ (8)

The second term of (8) is the time average of the virial. The last term is a correction term which takes into account the effect on the pressure of the tail of the potential which has been neglected in the dynamics.

The influence on the main term of (8) of the tail of the potential, which has been neglected in the dynamics, can be appreciated by considering that cutoff tail as a
weak long-range perturbation. The effect on the main term of (8) is quite small: It amounts to 0.006 in the one case studied (ρ = 0.75, T = 1.05). It is smaller than the statistical error which is generally of the order of 0.01 when 1200 steps in time are considered. The main error comes certainly from the correction term which is very large at high density and low temperature where it is of the order of 1 for ρ = 2.5.

The replacement of g(r) by 1 in the correction term leads, for ρ = 2.5, to an error which may reach 0.05 at the highest density and lowest temperature considered here. Such a replacement is, however, not necessary as the extrapolated values of g(r) may be used.

As a whole, we believe that the over-all error on βρ/κT is probably of the order of 0.01 around the critical density and may reach 0.05 in the high-density and low-temperature region.

The results so far obtained have been gathered in Table I. Fig. 1 shows βρ/κT for some isochors at high density (ρ = 0.88, 0.85, 0.75, 0.65, and 0.45), and the comparison of the equation of state determined by various experimental groups in Amsterdam,7–10 Toronto,11 and Louvain.12

The over-all agreement between "theory" and experiment is surprisingly good: It appears that the Lennard-Jones potential is a quite satisfactory interaction as far as the equilibrium properties of argon are concerned. It is to be noted that if, instead of argon, xenon were chosen for the comparison, the agreement would not be so good. For instance, with, for T = 1.35, ρ = 0.75, the value of βρ/κ from molecular dynamics is 0.86; the same quantity is equal to 0.86 in argon. For xenon (with the reduction parameters ε/k = 225.3°C, σ = 4.07 Å), the value 1.05 is obtained.10

On Fig. 2 are represented three isotherms: One at high temperature (T = 2.74) where comparison can be made with the results obtained a long time ago by Wood and Parker,2 and also with a Lennard-Jones potential through the Monte Carlo technique; the low-temperature isotherm T = 1; and the isotherm T = 1.35, which is also an isotherm for which Monte Carlo com-
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unit cell of the original fcc lattice, which, in the $x$ direction extends from 0 to $L$. For a solid, $\rho_s$ is of the order of $N$. It oscillates around 0 with an amplitude of the order of $\sqrt{N}$ for a liquid. If we admit that the metastable states of the solid are short-lived (as compared to the total time of the computation, i.e. $1.2 \times 10^{-11}$ sec for argon), we can find by trial and error the melting temperature. For $\rho=0.85$ a solid configuration is still observed for $T=0.695$. It corresponds to a value of the initial temperature $T_0=1.308$. For $T_0=1.366$, melting does occur. Experimentally (see Fig. 1) melting occurs at $T=0.704$. For $\rho=0.88$, we have a solid for $T=0.825$; this corresponds to $T_0=1.545$. With $T_0=1.67$, melting is reached. Experimentally, melting takes place for $T=0.82$ at that density. The agreement with experiment is seen to be good.

C. Critical Constants

Because of computational errors, the precise determination of the critical constants is difficult. We believe, however, that a careful examination of the data warrants the following discussion and conclusions.

(a) The extrapolation of the isochors towards the critical temperature yields results which are in good agreement with the Monte Carlo results of Levesque and Verlet\textsuperscript{13} (108 particles, about 300 000 configurations). Those results, for $T=1.35$, are shown in Fig. 2 and in Table II.

(b) The PY II equation leads at $\rho=0.45$ and $\rho=0.5$ to values of $\beta_D/\rho$ which are definitely too low. The trend to give too low values for the quantities at intermediate density is already noticeable at $\rho=0.4$, as may be seen from Table III, although one is at the border of computational errors. If the values yielded by the PY II equation are corrected by 0.005 at $\rho=0.35$, and by 0.02 at $\rho=0.4$ — and this seems to be the most that can be expected — the following critical constants are obtained: $T_c=1.32$, $\rho_c=0.32$, and $\beta_D/\rho_c=0.3$, instead of those obtained from the PY II equation, $T_c=1.36$, $\rho_c=0.36$, and $\beta_D/\rho_c=0.36$. We expect the critical constants to be situated somewhere between those limits.

Table II. Values of $\beta_D/\rho$ for the isotherm $T=1.35$ obtained from the PY and PY II equations (Ref. 13), Monte Carlo computations (M.C.) (Ref. 13), extrapolation of the molecular dynamics (M.D.) results, 5-term virial series (Ref. 15), its Padé approximant, and experiment on argon (Ref. 10).

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>PY</th>
<th>PY II</th>
<th>M.C.</th>
<th>M.D.</th>
<th>S Vir.</th>
<th>Padé</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.510</td>
<td>0.505</td>
<td>0.505</td>
<td>0.527</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.396</td>
<td>0.36</td>
<td>0.36±0.03</td>
<td>0.377</td>
<td>0.374</td>
<td>0.404</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.376</td>
<td>0.30</td>
<td>0.32±0.02</td>
<td>0.350</td>
<td>0.343</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.386</td>
<td>0.27</td>
<td>0.28±0.03</td>
<td>0.29±0.02</td>
<td>0.351</td>
<td>0.338</td>
<td>0.349</td>
</tr>
<tr>
<td>0.45</td>
<td>0.434</td>
<td>0.25</td>
<td>0.33±0.03</td>
<td>0.30±0.02</td>
<td>0.382</td>
<td>0.359</td>
<td>0.353</td>
</tr>
<tr>
<td>0.5</td>
<td>0.532</td>
<td>0.30</td>
<td>0.33±0.03</td>
<td>0.346</td>
<td>0.406</td>
<td>0.388</td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.692</td>
<td>0.45</td>
<td>0.44±0.03</td>
<td>0.42±0.02</td>
<td>0.545</td>
<td>0.481</td>
<td>0.471</td>
</tr>
<tr>
<td>0.65</td>
<td>1.256</td>
<td>1.22</td>
<td>0.86±0.05</td>
<td>0.82±0.03</td>
<td>0.860</td>
<td>0.709</td>
<td>0.863</td>
</tr>
</tbody>
</table>

\textsuperscript{13} D. Levesque and L. Verlet, Physica. (to be published).
\textsuperscript{14} P. Nozières (private communication).
Table III. Values of $\beta p/\rho$, of the inverse compressibility (Ref. 4), and of the interaction part of the integral as given by the molecular dynamics (M.D.), the PY II, and the PY equation for $T=1.46, \rho=0.4$.

<table>
<thead>
<tr>
<th></th>
<th>M.D.</th>
<th>PY II</th>
<th>PY</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta p/\rho$</td>
<td>0.41±0.01</td>
<td>0.40</td>
<td>0.51</td>
</tr>
<tr>
<td>$\beta p/\rho$</td>
<td>0.54</td>
<td>0.53</td>
<td>0.49</td>
</tr>
<tr>
<td>$U^i$</td>
<td>−2.72±0.01</td>
<td>−2.72</td>
<td>−2.71</td>
</tr>
</tbody>
</table>

(c) The five virial series\textsuperscript{15} gives values of $\beta p/\rho$ which are clearly too high by 0.015 at $\rho=0.3$, by 0.05 at $\rho=0.35$, and by 0.06 at $\rho=0.4$. The difference then diminishes and changes sign at high density. The Padé approximant shows the same behavior but a little less accentuated. We conclude that one or several virial coefficients after the fifth one must be negative, and that some higher ones must be positive again.

The critical point deduced by Barker et al.\textsuperscript{15} from their series is situated at $T_c=1.29$, $\rho_c=0.26$, and $\beta_c p_c/\rho_c=0.35$. The critical density is quite low, a consequence of the too low pressures at intermediate densities.

(d) Table IV summarizes the situation: There a comparison with experiment on argon is made, which shows that there exists a discrepancy of at least 5% on the critical temperature. This raises the following problem: It is known nowadays\textsuperscript{16,17} that the low-density data are not well fitted by a Lennard-Jones potential; a potential with a deeper well and a weaker tail, such as the recently determined Kihara potential,\textsuperscript{17} seems much more appropriate. It would seem natural to guess that using such a potential will improve the situation in the critical region. The reverse is true: Levesque and Vieillard-Baron,\textsuperscript{18} using the PY II equation, find a critical temperature of 1.42 (with the same units as before). The blame for this discrepancy may be put on many-body forces. Even at density around the critical region, a relatively large amount of those forces would be needed. It appears that these many-body forces should then manifest themselves in the form of an interaction which is clearly state dependent at high density; and this seems to be contradicted by the excellence of the fit obtained in the present paper.

D. Internal Energies

The part of the internal energy due to the interaction $U^i$ is calculated as the time average of the sum of the interparticle interaction energies. A tail correction is included, as for the pressure and the energy; the over-all error appears to be of the order of 0.02. The agreement between our results and the (not too extensive) experimental data\textsuperscript{18} is satisfactory, although the calculated internal energies are a little larger in magnitude than the experimental one. For instance, for $\rho=0.45$, at $T=2.935$, $U_{\text{calc}}=−2.60$, $U_{\text{exp}}=−2.49$; at the same density, for $T=1.764$, $U_{\text{calc}}=−2.89$, $U_{\text{exp}}=−2.84$. At higher densities, the same trend is noticeable, for $\rho=0.542$, $T=1.404$, $U_{\text{calc}}=−3.63$, $U_{\text{exp}}=−3.55$. It appears, roughly speaking, that the Lennard-Jones potential is slightly too deep.

E. High-Frequency Elastic Moduli

Zwanzig and Mountain\textsuperscript{19} have shown that in simple fluids the infinite-frequency bulk modulus $K_\infty$ and the infinite-frequency shear modulus $G_\infty$ can be expressed in terms of the radial distribution function; and that, furthermore, in the case of the Lennard-Jones potential, the necessary integrals can be expressed in terms of the pressure and of the internal energy, so that $G_\infty$ and $K_\infty$ are simply given by the following expressions:

$$G_\infty = 3\rho - 2\rho T - (24/5)\rho U^i, \quad (9)$$

$$K_\infty = (5/3)G_\infty + 2(\rho - \rho T). \quad (10)$$

Results for $K_\infty$, $G_\infty$, and the ratio $K_\infty/G_\infty$ are given in Table I. When the temperature is low, the internal-energy effects predominate and $K_\infty/G_\infty$ is near $(5/3)$, the value obtained from Cauchy condition for solids.

We may compare the “exact results” given in Table I with those obtained by Zwanzig and Mountain who used (9) and (10), and the experimental data of Levelt,\textsuperscript{10} supposing that the interaction between argon atoms is exactly the Lennard-Jones potential. The good agreement between those results and ours shows again—although this proof is not independent of the preceding ones—that the Lennard-Jones potential is appropriate to describe argon in the temperature and density domain considered in the present paper.

F. Isotopic Separation Factor

The separation fraction in a liquid-gas mixture of isotopes of argon can be expressed\textsuperscript{10} in terms of the

\textsuperscript{17} J. A. Barker, W. Fock, and F. Smith, Phys. Fluids 7, 429 (1964).
\textsuperscript{18} D. Levesque and J. Vieillard-Baron (to be published).
Fig. 3. The solid lines show the quantity \( C = \Omega^2 / 2\pi \rho m \) = \( \langle \Delta V \rangle / 96 \pi \rho \) for the isochores \( \rho = 0.85 \), \( \rho = 0.75 \), and \( \rho = 0.65 \), as a function of \( \beta \). The crosses represent the intercepts of those isochores with the experimental liquid-gas coexistence curve. It should be compared with the isotopic separation factor in argon (Ref. 20) (triangles).

average value of the Laplacian of the potential \( \langle \nabla^2 V(r) \rangle \). The quantity \( \Omega^2 = (1/M) \langle \nabla^2 V(r) \rangle \), which is also important in the time development of the system, has been calculated, and the values we obtained are shown in Table I. The quantity \( C = \Omega^2 / 2\pi \rho \) is plotted for several isochores in Fig. 3. We have used experimental information (pressure-versus-density curve for the coexistence curve, as shown on Fig. 1), to locate the temperature of the coexistence line on the isochores. It may be seen easily, however, that this introduces very little arbitrariness. A good fit of the experiment is obtained, as seen from Fig. 3.

**IV. CONCLUSIONS**

We have shown, using Rahman’s work as a starting point, how it is possible to integrate the equations of motion of about a thousand particles in a relatively easy way. The first application of this tool is the thermodynamic study of a fluid composed of atoms interacting through a Lennard-Jones potential. The striking result of this study is the over-all agreement between the results thus obtained and the thermodynamics of real argon. It is likely that those results can still be slightly improved and that a two-body potential can fit the experimental data with a large degree of success.
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